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Abstract

The extensive growth of data on social media, in particular on Twitter has prompted extensive
research into categorising tweets into parts-of-speech tags and specific topics, to better understand big
datasets. Here we propose different methods for text interpretation through parts-of-speech tagging,
topic models and tweet generation using 4000 of the most recent tweets of the top 20 most followed
Members of Parliament in the UK on Twitter, as a database. Our approach made use of Conditional
Random Fields as an introductory foray into structured output predictive models for parts-of-speech
tagging which can be used to sort the data into lexical categories, and Latent Dirichlet Allocation as a
framework to assign words in tweets to specific topic bands, in topic modelling. This is then furthered
by showing how simple Markov chains can be used to generate tweets in the style of a particular
Member of Parliament. We review our data and assess our model of lexical categorisation to be
accurate to a level of 96.03%. Our studies show 70% of the top 20 Members of Parliament talk about
10 topics or more in their most recent tweets, with 28 and 2 being the upper and lower bounds
respectively for the number of topics talked about in their tweets. Insightful phrases such as ‘thoughts
are with europe’ and ‘we want social distancing’ may be observed through our Markov chain model of
the first order in generated tweets.
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1 Introduction

With the exponential growth of data on public opin-
ion with the advent of the Internet in the latter
part of the 20" century, the analysis of these large
datasets requires relatively unsupervised methods to
reduce human errors. Parts-of-speech (PoS) tagging
is a fundamental problem in natural language pro-
cessing (NLP), word processors and speech-to-text
programs. Twitter is a social networking site that al-
lows its users to write short messages (tweets) to give
opinionated views about the world and their lives, to
be shared publicly or just with their followers, peo-
ple with who the users have personal connections.
With the advent of Twitter, inexpensive and rapid
data collection on public views was revolutionised
[O’Connor et al.l 2010] with nearly 6000 tweets being
tweeted across the globe every second today |Aslam)
2020]. It was Twitter’s policy of not allowing more
than 140 characters (later changed to 280 charac-
ters) that attracted Internet users to this form of
micro-blogging as compared to traditional dispersion
methods of user-generated opinions such as blogging
or mailing lists. This was mainly due to the rapid
and instant dispersal of tweets into the world. The
techniques mentioned in this paper may be used by
text interpretation businesses who require accurate
PoS tagging and topic modelling for uses in word
processors and speech-to-text.

We have decided to use Twitter as a data mining
source as people share their opinions on a large scale
from all across the world. This is because people
use slang which now forms part of the daily vernac-
ular, due to the evident ease of data collection and
due to the general identification of social trends. In
this paper we have focused our dataset on 4000 of

the most recent tweets, collected from 20 of the most
followed Members of Parliament (MPs) in the UK
on Twitter. We will be using Conditional Random
Fields (CRFs), a form of structured output predic-
tion using existing NLP libraries to effect PoS tag-
ging; creating topic modelling functions, using La-
tent Dirichlet Allocation (LDA) to generate the num-
ber of topics each of the 20 MPs talk about. Ad-
ditionally we will create simple Markov chains to
generate tweets using the database of tweets from
the MPs as training data. The source code and
raw data for this report may be found at: https:
//github.com/vedangjoshi2000/MDM2_Proj4.

2 Related Work

There exists vast research and studies on the sur-
round themes of our project. Three key research ar-
eas were PoS tagging, topic modeling using LDA and
simple Markov chains for tweet generation. Our re-
search, as explored below, has helped us identify an
area with limited recent papers. This paper aims to
provide an updated look on Twitter data mining for
PoS tagging.

2.1 PoS tagging in the literature

Twitter has been used extensively to create PoS tags
not only for English tweets but for tweets in other
languages too. [Rehbein| [2013] pioneered such work
in Germany using a CRF based tagger and achieved
89% accuracy, training the data on word clusters
rather than a corpus of tweets. [Albogamy and Ram-
say| [2015] achieved 79% accuracy as compared to
other studies with 49-65% tagging Arabic tweets,
evaluating three different PoS taggers and perusing
390 tweets. Such PoS taggers for English tweets have
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also been developed such as ARK, T-Pos and GATE
TwitIE which attain 92.8%, 88.4% and 89.37% ac-
curacy respectively |[Derczynski et al. 2013|. |[Foster
et al.|[2011] used a different metric to evaluate their
PoS tagger. Their use of a label attachment score (a
dependency score given to a correct syntactic word
in a tweet and its corresponding label (PoS tag)),
gave an accuracy improvement of 4% over other pre-
vious PoS taggers evaluated by |[Charniak and John-
son| [2005]. Although supervised PoS taggers have at-
tained accuracy levels to 97% |Toutanova et al.| |2003|
Collins, |2002|, the accuracy levels drop to below 97%
on words within the input document/corpus in con-
sideration and the accuracy on unknown words can
be below 70% |Blitzer et al., 2006]. The advantage
is that unsupervised PoS tagging is an extensively
studied part of NLP [Brill, (1992, |Churchl [1989, [El-
worthyl, [1994]. We decided to use tweets as an exten-
sive source for data mining due to previous studies in
data analytics, NLP and machine learning techniques
|Bifet and Frank| 2010, [Kumar et al., [2014] [Jain and
Katkar}, 2015].

2.2 Topic modelling using LDA in the
literature

There has been extensive work in the literature more
notably by Mehrotra et al.|[2013], investigating a new
method of topic modelling using tweet pooling by
hashtags which led to improved measures for topic co-
herence across three corpora containing tweets, with-
out fundamentally changing the basics of an LDA
model. Similar models were used on the analysis of
9 million tweets about electronic products; the au-
thors used hashtags, mentions and emoticons present
in tweets to use in opinion mining and sentiment stud-
ies |[Lim and Buntine, 2014]. In our model, we clean
the tweets of such extra characters; the existence of
multiple hashtags in a single tweet may show the ex-
istence of hashtag-oriented spam tweets in our corpus
[Sedhai and Sun| 2017]. Although LDA is a heavily
investigated subject, we found no work which gave an
automatic analysis of the discovered topics to discover
their value. Nearly all the work in the literature used
manual means to find topic titles [AlSumait et all
2009]. The literature most commonly uses metrics of
evaluation such as perplexity models and coherence
values; we will be using coherence values as the sole
metric in our model, as we use it to rank the num-
ber of topics corresponding to British MPs. Similar
work was conducted using coherence values as a met-
ric to evaluate tweet corpora, and the authors found
the metric to be closest to manual human evaluation
techniques [Fang et al. |2016].

2.3 Simple Markov chains for tweet
generation in the literature

There have been studies using Markov models to gen-
erate sentences, the more notable one of which is Big-
Bench [Ghazal et al.,[2013] which is the current stan-
dard in large data analytics. It uses a Markov model
for text generation. Subsequent work involved evalu-
ating different methods such as Markov chains, hid-
den Markov chains and LDA to produce text for sen-
timent analysis [Magsud, [2015]. To the best of our
knowledge, the closest application of tweet genera-
tive models using Markov chains, was to create word
clouds from a database of tweets, evaluating users’
personal tweeting habits [Leginus et all 2015]. We
attribute this gap in the body of knowledge surround-
ing tweet generation to the fact that Markov chains
with an order higher than 1 (chains which cannot
gather information about states beyond a single pre-
ceding state), tend to replicate text from the training
corpora for a particular model, which is not the aim
of producing tweets.

3 Methodology

3.1

We used the Twitter APT [Makicel [2009] to generate
access codes to get tweets onto a Pandas dataframe
using Python. Python was considered as the defacto
programming language for our paper. Its higher level
language capabilities, its easier syntax and wealth of
third-party NLP libraries made it a perfect fit for
our paper. Examples of tweets expressing opinions
of multiple British MPs may be found in Appendix
[A] which were used as a database for our analysis.
We used British MPs as the focus of our project as
MPs tend to use Twitter to promote local activities
and talk about a diverse range of topics |[Jackson and
Lilleker 2011]. This helps in qualitatively assessing
how well our model conforms to the real-world.

Setup

3.2 Data Cleaning

As the tweets shown in Table 1 cannot be used in the
present condition for data analysis, we used a rigorous
system of filters to clean these tweets of punctuation,
stray characters, removal of @ mentions, hash tags,
retweets and hyperlinks. We also decided to remove
strings in tweets containing numeric values as they
did not add meaning to the tweet itself. An extensive
filter was created to detect and remove presences of
flags, emoticons, symbols and pictographs and map
symbols which do not add more to the meaning of
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tweets. We also parsed the tweets for stop words i.e.
words like ‘yeah’ and ‘like’” which also do not con-
tribute to the meaning of a sentence, and removed
them.

3.3 PoS tagging
3.3.1 Training corpus

For training the data to implement the PoS tagging,
we used the Penn Treebank corpus already included
within the Natural Language Toolkit library [Marcus
et al., [1993] in Python, partially because previously
tagged corpora are scarce and manually tagging such
large corpora takes time and effort. It was also con-
sidered as there have been many studies in PoS tag-
ging which also use this corpus [Smith and Eisner}
2005, |Goldwater and Griffiths| [2007].

3.3.2 Conditional Random Fields (CRFs)

®(C,D)

Figure 1: An MRF model with ®(A, B) showing the
weights corresponding to the edge AB, ®(A, C) to the
edge AC and so on.

Conditional Random Fields are examples of struc-
tured output prediction. Structured output pre-
diction is defined by making a prediction based
on input values (x) and possible labels/tags (y)
[Nowozin et all [2011]. This is called a discrimi-
native model. In order to understand CRFs, we
will begin by introducing the general Markov Ran-
dom Field (MRF) of which CRFs are a special
case. MRFs are undirected graphs, where the nodes
represent random variables and the edges collec-
tively represent dependencies between the variables
[Cross and Jain| [1983]. The structure of an MRF
may be observed in Figure [I] below with the nodes
A, B,C, D denoting random variables and the edges

®(A,B),®(A,C),®(B,D),®(C, D) denoting the de-
pendencies between the nodes. The joint probabil-
ity of the variables is the product of the dependency
weights i.e. (A, B)®(A,C)®(B,D)®(C, D).

Let us now take an MRF and divide it into only two
sets of variables, z and y, with = (1, ...,2,) and
y = (y1,...,yn). Here x is the tokenized words in the
tweet and y is the tag associated with the tokenized
word. Let n denote the number of tokenized words in
the dataset. A CRF (see Figure [2) is where an MRF
satisfies the property that, given the values of some
x in the field, the probability for any connection of
Yo and y, given a specific z; and a # b, is equal to
the probability of a connection between y, and y.,
given the same x;, where y, and y. are neighbours
|Prasad), 2019]. These conditional probabilities are
based on the weights of the edges between the = val-
ues and y tags, as shown in the MRF model in Figure

@

Figure 2: A CRF model with y; to ys showing the
correlations between tags and x; to x3 i.e. showing

the words associated to the tags. Source: |[Rangkuti
et al.l [2016]

The CRF model always models the conditional prob-
ability of the the tags associated with the tokenized
tweet given the tokenized tweet, as mentioned above.
A CRF looks for some sequences: an adjective tends
to precede a noun, and an adverb tends to follow a
verb etc. PoS taggers use certain inference algorithms
to group such words (ex. adverbs and verbs & nouns
and adjectives) in order, in a neighbourhood within
the CRF and assign these words specific tags. This
rule/grouping is represented as a ‘penalty’ wherein
the inference algorithm gives a lower penalty to words
grouped together following the above mentioned se-
quences and a higher penalty to words grouped to-
gether which do not follow the above mentioned se-
quences. PoS taggers minimize the sum of these
penalties whilst tagging words [Rangkuti et al. 2016].
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This explanation is to highlight the fact that PoS tag-
gers cannot understand the meaning of a word; they
cannot inherently distinguish between nouns, verbs
and adjectives unless there are certain sequences in
the use of vocabulary that the taggers can exploit.

Python’s Packaging Index has third-party libraries to
create CRF models and issue PoS tags, of which one
of the more notable ones is CRFSuite [Okazaki, 2007],
which we have used in this paper.

3.4 Topic Modelling
3.4.1 Real world applications

The most

I believe that
@HowieHawkin

s is the best man|

No one should
pay a dollar out
of pocket for
coronavirus

important story of|
the day is that 1

in 6 Americans N
has been made suited for
presidency. testing or

treatment.

food insecure by
the pandemic

food pandemic presidency testing treatment

Figure 3: LDA model: The top row shows extracts
from real tweets. Instead of just picking out key
phrases, the model creates a hidden layer of poten-
tial topics (Coronavirus and Politics) as observed in
the second row, which then breaks down into key
words/phrases as shown in the third row.

With the huge amounts of data being published on
the internet nowadays, it’s useful to be able to cate-
gorise these into groups of similar ‘topics’ [Blei and
Lafferty, 2009]. That is where the use of Latent
Dirichlet Allocation (LDA) comes in. We discuss
LDA in detail in section 2.4.3. These techniques are
needed whilst recommending books to readers who
want to find similar books to ones they have already
read. The same concept applies to users reading the
news as news providers will want to suggest simi-
lar articles that the reader might be interested in.
These techniques may also be used by scientists to
get recommended scientific papers corresponding to
their areas of interest [Wang and Blei), [2011|. Histori-
ans also use these methods when analysing text from
past years to identify events in history. Interestingly,
it is also used in clustering images where an image
is treated as a document |Ganegedaral, 2018|. Using
Twitter as a data mining tool for topic modelling is
far from a novel idea, with [Lau et al.| [2012]| using
topic models to track emerging events and Twitter

user trends. We attempt to mimic this approach fo-
cusing on tweets by British MPs.

3.4.2 Latent Dirichlet Allocation

Latent Dirichlet Allocation is a network that repre-
sents a generative model of a predetermined corpus
(in our case, a corpus of tweets) made up of smaller
parts (in our case, different words) [Blei et al., 2003].
A generative model is the exact opposite of a discrim-
inative model (for an explanation, see section 3.3.2).

The ‘latent’ in LDA refers to a hidden layer added
during the modelling process. In Figure[3] we demon-
strate how the LDA model creates a hidden layer of
‘topics’ into which the key phrases from the corpora
of test tweets are fed. These tweets are just to give
an idea of how the modelling works, and were not
used in our database. Figure [3] also shows a hid-
den layer of topics (Coronavirus and Politics) that
the LDA model does not explicitly show, but human
judgement and inference is required to find.

LDA uses a ‘bag-of-words’ representation where the
order of the words in the corpus does not matter, just
the word count [Yu et al., [2013]. These corpora are
generally represented as word count vectors in LDA.
The LDA algorithm requires only two parameters,
«a and . Each tweet is sampled from a Dirichlet
distribution with a parameter o while each topic is
drawn from a Dirichlet distribution with a parameter
B |AlSumait et al., [2009]. In the graphical model as
presented in Figure [} the corpora of tweets is shown
as M, each tweet consisting of N words with each
word in N represented as w. Here z denotes per-word
topic assignment |[Onan et al.l [2016].

8 Q)

SITOR e

a (C] z w N

M

Figure 4: LDA graphical representation: The model
samples o and [ only once and tweet-level variables
such as z and w in every tweet and outputs con-
ditional probabilities of topic mixtures and random
Dirichlet variables. Source: |Blei et al., |2003]
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Boris Johnson: Number of topics against coherence scores

-91 fy
-10 4
~11 1

12 4

Coherence score

134
g L)

-15 P

Number of Topics

Figure 5: Coherence scores: On evaluating the se-
mantic similarity between the words in the tweets by
Boris Johnson and a range of topics, we discover the
highest coherence value at the 3 topic mark.

Certain mathematical and theoretical methods of
evaluation are required for topic models, due to con-
straints of time and effort, though none of the meth-
ods till date match the accuracy of [Chang et al.
[2009)’s human-in-the-loop evaluation technique. We
used coherence values as a metric to evaluate each
topic model produced, for each MP. Coherence value
calculations assign a negative number to a range of
different possible number of topics to a particular cor-
pus. The greater that value assigned, the greater the
degree of semantic similarity between high scoring
words in a tweet |[Kapadia, 2019]. Thus, the coher-
ence value correlates directly to the true value of the
number of topics talked about in MPs’ tweets. For
each MP, we evaluated coherence values for 40 poten-
tial topic numbers, and picked out the topic number
corresponding to the greatest coherence value. Figure
[B] shows the coherence modelling on Boris Johnson’s
tweets. We discovered that Boris Johnson most likely
talks about three topics in his more recent tweets.

Python’s third-party library, Gensim IRehFek and So-
jkal [2011] delivers powerful topic models and natural
language processing models, using modern machine
learning techniques. This library was used in our
analyses as it was built on top of fast and memory-
efficient numerical analysis libraries such as NumPy
and SciPy.

3.5 Generated Tweets:
Markov chains

Simple

Markov models have been used widely to generate
sentences (or in our case, tweets) which mimic cer-

tain particular styles and mannerisms (in our case,
of certain twitter users) [Batool et al) 2013]. We
consider in our model a corpus of tweets from 20 dif-
ferent MPs, each separate corpus being considered
representative of the style of that MP. We construct
a Markov model, of order 1. This is based off the
Markov logic that the future state is completely de-
pendent only on the preceding state in a system. We
implemented the model using the following equation
|[Papadopoulos et al., |2014]:

p(8i+1|81...8i) = p(si+1|si)vi eN (1)
This equation says that the probability of any fu-
ture state s;41 depends only on its preceding state
s; for all i belonging to the set of natural numbers.
Using the data we had already obtained from vari-
ous politicians we were also able to generate potential
tweets each politician may make using simple Markov
chains. Taking the previous tweets from a particular
politician we formed a Markov chain with each word
in a tweet becoming a state and directed arrows go-
ing to the state corresponding to the next word in the
sentence with a blank state to symbolise the end of
a sentence. This process is then repeated for all the
tweets in the data, adding to the same Markov chain.
Duplicate states from a word are given an increase
in probability the same as if a new state were to be
added. We then give all the arrows a probability ac-
cording to the equation:

1

P=——
N-D

(2)
where P is the probability of the occurrence of a par-
ticular state, NV is the number of potential next states
and D is the number of times the future state has
been a duplicate. Once the Markov chain is formed
we pick a starting state at random and follow the
Markov chain until a blank state is found, signaling
the end of the predicted tweet, outputting the states
in sequence to form a sentence.

4 Results

4.1 PoS tagging

We observed that our model tokenized the words in
the tweets obtained from the twitter feeds of British
MPs, and cleaned the data effectively. This cleaned
data was then put in a single string which was then
tokenized to get the separate words to get tagged.

Figure [6] shows the tagged words in the latest few
tweets by Boris Johnson. We also used CREF-
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Suite’s inbuilt metrics module to figure out the
accuracy of the CRF model, and we found that
that the model has an accuracy of 96.03% when
trained on the Penn Treebank corpus. Please
refer to https://www.ling.upenn.edu/courses/

[ o,

'0.029*"research" + 0.028*"jenny"” + 0.024*"find" +
0.022*"commitment" + !

'0.022*"clapforourcarers" + 0,01%9*"prevention" +
0.018*"many" + "'

'0.018*"family" + 0.013*"duchy" + 0.0l11*"art"'"),
(1,

'0.009*"remain" + 0.009*"1like" + 0.009*"repeat” +
0.005*"economy”™ + '

'0.009*"everybody" + 0.009*"or" + 0.009*"demand" +
0.009*"months" + '

'0.009*"her™ + 0.00B*"if""),
(2,

'0.064*"clapforourcarers" + 0.056*"slow" +
054*"home" + 0.050*"made" + '

'0.049*"chance" + 0.037*"humanity"” + 0.031*"local”

Fall_2003/1ing001/penn_treebank_pos for the

full forms of the tags used in Figure [6]

BorisJohnson

[{'wewve", 'NN'), {"this', 'DI"), ("the', 'DI"},
{'got', 'VBD'), {'morning', 'HN'), ('nation', 'NN'), 0
('to’, 'TO"), ('i', 'mN'), {'will', 'MD'}, .
{"keep', 'VB'), {"took’, 'VBD'), {'not', 'REB")
("going', 'VBG'), {'part', 'HN'), 'forget', 'VB'),
(*follow', 'IN'), ('in', 'IN'), ('you', "FRE"),
{"the’, 'DI"}, {*a', 'DT"}, (rif*, "IN'),
('guidance', 'NN'), ('minutes', 'NN5'), ("you', 'PRP'),
("on', "IN}, {'silence', 'NN'), ('can', "MD"},
('social’, 'dJd'), {"ta?; *I0%); ('keep', 'VB'"),
{('distancing', 'NN') ('remember', 'VB'), ('going", 'VBG'),
(*and’, 'CC"), ('those', 'DT'), ('in*, "IN"),
('stay’, 'NN"), {'workers', 'NNS'}, {*the', 'DT'},
(*at’, "IN"), ('who', 'WB'), ('way', 'NN'),
{"home", 'NN'), {'have', 'VBE'), {"that', 'IN"),
("to', 'TO"), ('tragically', 'RB'j, ("you', "ERP"),
('protect', 'VB'), ('died', 'VBD"), ("have', 'VBE'),
(‘our', 'PRE3'), {rin®; “IN%); {'kept', 'VBN'),
{'nhs', 'NNS'), {*the”, *DT'), ('going", 'VBG'),
('and', 'CC" {'coronavirus', 'NNS'j), ('soc', 'RB'),
('save’, 'VB'), {'pandemic', 'VBE'}, ('far', 'RB"),
('lives', 'VBZ'), ('and', 'CC"),

Figure 6: This figure shows all the PoS tags associ-
ated with the words used in Boris Johnson’s latest
few tweets.

4.2 Topic Modelling

Our model managed to clean the data effectively and
output the topics and the words in each topic band
with the probability of each word being in that topic.
Figure |§| shows that only 70% of the topic numbers
lie above the 10 topic mark, with coherence values for
all MPs ranging from -15 to -8. Jeremy Corbyn and
Jeremy Hunt led the topic count, talking about 28
topics each while Ed Milliband, David Lammy and
Keir Starmer talking about only 2 subjects in their
most recent tweets. The abnormally low topic num-
bers for some MPs stems from a low « value which
was set to the reciprocal of the number of topics for
each MP separately.

+ 0.024*"figures" + '

'0.021*"follow" + 0.016*"complying"'),

Figure 7: The first 3 topic bands derived from 200
of Boris Johnson’s latest tweets. The probability in
front of each individual word is the probability of that
word belonging in that particular topic band.

Generated Tweets: Such charges risk undermining
efforts to pay I welcome measures needed going

back to the.

Generated Tweets: Blessing I paid the windrush

generation came together we need support for us

all around.

Generated Tweets: Initially talked about social

distancing when the labour government urgently

needed for writing it with.

Generated Tweets:
Elliot dallen for the London we want social
distancing one community.

Brillijant eulogy thank you

Generated Tweets: Be clear and thoughts are
with europe or debate is strong.

Generated Tweets: Mike amp made an interesting
and those for small businesses and corporate
bailouts look like.

Figure 8: Generated tweets in the style of British
MPs Jeremy Corbyn, Theresa May and Ed Milliband
using simple Markov chains.

Figure [7] shows the first three topic bands containing
words with the probabilities of them being in that
particular band. For example, in the first topic band,
there is a 2.9% likelihood that the word ‘research’ was
in that band. Similarly there is a 5.4% chance that
the word ‘home’ lies in the third topic band. Topic
modelling does not give the names of the topics them-
selves but just a bunch of words with semantic sim-
ilarity and probabilities as to the likelihood of their
existence in a particular topic band.
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4.3 Tweet Generation

The Markov chain text generator mostly showed non-
sensical tweets, but there were a few aspects to con-
sider as to the structuring of the tweets. We high-
light certain phrases that the tweet generator came
up with, which we consider to be a success given
the simplicity of the model. Figure [§] shows phrases
like ‘risk undermining efforts’, ‘generation came to-

gether’, ‘absolutely vital resources for government’,
which were formed only by looking at the preced-
ing word in the generated tweet. The more success-
ful phrases include ‘Brilliant eulogy thank you elliot
dallen’ and ‘Initially talked about social distancing
when the labour government urgently needed’ form
parts of sentences which may truly originate from real
tweets.

Topic count for Twitter users: Top 20 most followed British MPs

30

251

o N
7] =1
L L

Number of topics in tweets

=
o
L

Y

jessphillips ]

CarolineLucas

Borisjohnson 7
Jeremycorbyn 7
theresa_may
Ed_Miliband 7
DavidLammy |
Keir_Starmer |

Jacob_Rees_Mogg

HackneyAbbott 7

timfarron
RishiSunak 7
YvetteCooperMp |
jehnmcdonnellMP 7
MattHancock
Jeremy_Hunt 7
AngelaRayner 7
EmilyThornberry 7
sajidjavid
patel4witham |

Twitter handles

Figure 9: Topic count:
each MP according to
topics for each MP.

5 Discussion

5.1 CRF-based PoS tagging

Our model shows the potential of CRF-based PoS
tagging which can effectively tokenize and clean
tweets. To further develop our findings, we could
have included more tweets in our database. We
also noticed that contractions like ‘we’ve’ and ‘i’'m’,
when cleaned, resulted in such words being invari-
ably classed as nouns, which is a limitation of the
model. Through collecting more data, one poten-
tial improvement would also be to use tweets from
a diverse demographic of people. Using British MPs
was ideal for this project, but studies could develop a
better model using Twitter users from different back-
grounds and in different occupations, where we can
expect greater variations in literacy skills. This may
introduce colloquialisms that the model cannot com-
prehend, but an updated PoS tagger should be able

The figure plots each of the 20 MPs against the number of topics determined for
the coherence evaluation. Data was taken from 4000 tweets with o = 1/Number of

to identify these new forms of the daily vernacular.

5.2 LDA: Topic modelling

There are many limitations of our topic, the most
pertinent of them being the fact that the number of
topics in a model is fixed as remains unchanged over
time. To evaluate such a model successfully, the num-
ber of topics must be known ahead of time, which in
our case, was extremely hard to find. The other main
limitation of LDA is that it cannot describe correla-
tions between topics.

5.3 Markov chains: Tweet generation

Generating tweets using simple Markov chains
showed limited real-world success, but given the sim-
plicity of the model, our findings show the model’s
word prediction capability, which may be useful for
text-to-speech capabilities or word processing sys-
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tems. While many successful phrases can be pulled
from our findings, it’s observable that many of these
phrases are found midway through the sentence. To
improve this, future studies could prime the genera-
tor to use a selection of words to start with, which
would help guide the following states in the Markov
chain to form a logical sentence. Naturally more data
would be required here, which was not feasible for this
model. Some data showed the same word being inde-
pendently generated multiple times during tokeniza-
tion. Though this is a theoretical drawback of the
model there have been studies with similar deficien-
cies such as the model described in [Klein and Man-
ning, |2005], which attained significant improvements
over prior unsupervised models. In the real world,
our findings suggest similar models could accurately
categorise groups of topics on the internet. This could
be used on other social media networks to determine
frequently discussed topics, but more importantly, to
determine the stance of individual statements.

6 Conclusion

This paper demonstrates using mined data from
Twitter to create a CRF-based PoS tagger and a basic
topic model using LDA by using 4000 recent tweets
from British MPs as testing data. With this data,
we used the coding language Python to firstly clean
data by removing all irrelevant stop words, symbols
and other characters etc. We then trained the data
to implement the PoS tagging for which we used the
Penn Treebank corpus. The model produced tagged
words for all the tweets for all MPs which when we
used CRF-Suite’s inbuilt metrics module to compare
against tags in the training corpus, we found an ac-
curacy of 96.03%. The second part of our study
was using LDA to effect topic models. Our results
showed that 70% of the MPs talked about more than
10 topics in their recent tweets with Jeremy Cor-
byn and Jeremy Hunt leading the topic count, talk-
ing about 28 topics in their recent tweets. Lastly,
we explored tweet generation using simple Markov
chains. Our model tokenized the words in the tweets
and cleaned the data effectively. The tweets that
were generated largely followed a normal sentence
structure and parts of the tweets did make sense
which was very successful considering the simplic-
ity of the model. Phrases such as ‘risk undermin-
ing efforts’, ‘initially talked about social distancing’
and ‘brilliant eulogy thank you elliot dallen’, were
obtained in generated tweets in the style of Ed Mil-
liband, Theresa May, Boris Johnson etc. These well-
constructed phrases may form parts of real-world

tweets by British MPs, which contributes largely to
the success of our Markov model.
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Appendix
A Examples of sample tweets of British MPs

Mark Eastwood: I would like to send my best wishes to everyone celebrating #Ramadan2020
this year. The @MuslimCouncil has published guidance to outline how Muslims can practise
their faith during the holy month while keeping safe from coronavirus.? #Dewsbury
https://t.co/kHwTeEVed1 https://t.co/tsJtVQFOjt

Bridget Phillipson: My latest column for @SunderlandEcho on the effects of COVID-19.
The priority must be people’s health, but we also need to create a path to recovery. That
will only come if we protect jobs and help businesses survive the immediate challenge:

https://t.co/b3TIBEDXXC

Caroline Lucas: Govt’s 5 tests for lifting lockdown don’t include need for locally-driven
recruitment of people to trace contacts, incl environmental health officers, PHE teams

& NHS volunteers Pls ask your MP to sign my EDM so further #Covid19 outbreaks are
rapidly dealt with at local level? https://t.co/lmuih0g5X1

Wes Streeting: ‘Leaked Labour antisemitism report shows the community was right all
along’ - very powerful piece by Professor Alan Johnson. Sadly, those who need to heed

its message are those least likely to read it - preferring to indulge conspiracy theories instead.
https://t.co/2E2aNR68AF https://t.co/ucC2xnGNzC

Table 1: Examples of tweets posted by some prominent British MPs expressing their opinions. [Accessed 23

April 2020 on Twitter.com]
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